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Background
Feature selection methods are essential to identify a subset of features that improve the prediction
performance of subsequent classification models. Preceding studies showed the defectiveness of single
feature selection methods, whereas an ensemble feature selection has the advantage to alleviate and
compensate for such biases. By using an ensemble of feature selection methods, a quantification of the
importance of features can be obtained. The key features of our EFS method are:

1. The combination of widely known and extensively tested feature selection methods.

2. The balance of biases by using an ensemble.

3. The evaluation of EFS via logistic regression.

Results
With the development of the EFS method we take advantage of the benefits of multiple feature selection
methods and combine their normalized outputs to a quantitative ensemble importance. Eight different
feature selection methods have been used for the EFS approach. Since random forests have drawn
increased attention in the field of predictive medicine [DRH+11, RSN+16], four of the chosen feature
selection methods are embedded in a random forest algorithm. Further, we considered the outcome of
a logistic regression (i.e., the coefficients) as another embedded method as well as the filter methods
median, Pearson-, and Spearman-correlation [YL04].
Conclusion
For feature selection purposes in binary classification our novel ensemble fs function gained an im-
proved performance evaluated by the logreg test function. Both functions can be found in our EFS
R-package. Additionally, a web application is provided for researchers which are not accustomed to R
on http://EFS.heiderlab.de.
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