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Abstract 
Feature selection (FS) can be used to detect and select a relevant subset from a set  
features for the construction of a machine learning or statistical models. In this process, 
as much of irrelevant and redundant information as possible should be identif ied and 
removed from the data. Thus, FS methods cannot only be used to identify relevant  
features, but also to reduce noise. 

Based on the assumption that combining several weak FS algorithms obtains more 
reliable results than individual FS approaches, ensemble feature selection gained a high 
level of attention in the recent years (Neumann et al., 2016). This is due to the fact that 
single FS methods are prone to be biased depending on the data quality and distribution.  
Datasets are often imbalanced and heterogeneous. Thus, different methods have 
different biases and benefits according to the type of features, the degree of imbalance,  
and the size of the dataset.  

In a former study, we implemented an ensemble feature selection (EFS) for binary 
classification. In the current study, we introduce the extension to regression problems. 
Classification is the task of predicting a discrete class label, whereas regression is the 
problem of predicting a continuous quant ity output. Some FS algorithms can be used for 
both classification and regression with small adaptions, such as the random forests 
importance estimations, however, others are only applicable for feature selection in 
classification problems. 

In the current study, we implemented and evaluated different FS methods for quantitative 
feature ranking in regression problems. Moreover, the best-performing methods were 
then combined into a regression EFS approach, implemented into the R package EFS 
(Neumann et al., 2017), and evaluated using several real-world datasets.  
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